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ABSTRACT

In a relational database, tuples are called “duplicate” if they describe the same real-world entity. If such duplicate tuples are observed, it is recommended to remove them and to replace them with one tuple that represents the joint information of the duplicate tuples to a maximal extent. This remove-and-replace operation is called a fusion operation. Within the setting of a relational database management system, the removal of the original duplicate tuples can breach referential integrity. In this study, a strategy is proposed to maintain referential integrity in a semantically correct manner, thereby optimizing the quality of relationships in the database. An algorithm is proposed that is able to propagate a fusion operation through the entire database. The algorithm is based on a framework of first and second order fusion functions on the one hand, and conflict resolution strategies on the other hand. It is shown how classical strategies for maintaining referential integrity, such as DELETE cascading, are highly specialized cases of the proposed framework. Experimental results are reported that (i) show the efficiency of the proposed algorithm and (ii) show the differences in quality between several second order fusion functions. It is shown that some strategies easily outperform DELETE cascading.
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I. INTRODUCTION

In the context of relational databases, dealing with duplicates comes down to (a) identifying which tuples are duplicate and (b) replacing those tuples by a single tuple. Needless to say, in the context of a relational database, the deletion of the original-duplicate-tuples should take into account integrity constraints, in particular referential integrity, which is assumed to be satisfied in the original database. For that purpose, modern relational database systems offer the database administrator several strategies to resolve referential integrity (CASCADE, SET NULL, RESTRICT). However, in the context of data fusion, these strategies fail to propagate deletions and updates in a semantically correct manner. A correct way of propagation is to take into account that multiple tuples are fused, meaning that linked information should be fused accordingly. This way, quality of relationships is optimized. From that point of view, a framework is proposed that performs fusion of tuples and propagates this fusion operation through the entire database by making use of second order fusion functions. In this study, framework, fusion is treated modularly, meaning that it is independent from duplicate detection. As a result the framework can be used for large-scale fusion tasks, but also as a generalization of the CASCADE propagation strategy in the SQL language. This study proposes an algorithm for maintaining referential integrity in a relational database after the fusion of duplicate tuples. The algorithm relies on a framework of fusion functions for multi-valued data (i.e., sets), in order to cope with one-to-many relationships. A comparative study shows the difference in accuracy between several multi-valued fusers.

II. RELATED WORKS

Ivax P. Fellegi and Alan B. Sunter [1] stated that a mathematical model is developed to provide a theoretical framework for a computer-oriented solution to the problem of recognizing those records in two files which represent identical persons, objects or events (said to be matched). A comparison is to be made between the recorded characteristics and values in two records (one from each file) and a decision made as to whether or not the members of the comparison-pair represent the same person or event, or whether there is insufficient evidence to justify either of these decisions at stipulated levels of error. These three decisions are referred to as link (A1), a non-link (A3), and a possible link (A2). The first two decisions are called positive dispositions.
The two types of error are defined as the error of the decision A3 when the members of the comparison pair are in fact unmatched, and the error of the decision A. When the members of the comparison pair are, in fact matched. The necessity for comparing the records contained in a file LA with those in a file LB in an effort to determine which pairs of records relate to the same population unit is one which arises in many contexts, most of which can be categorized as either (a) the construction or maintenance of a master file for a population, or (b) merging two files in order to extend the amount of information available for population units represented in both files.

Cinzia Cappiello, Politecnico di Milano describes the Guaranteeing high quality levels is an important issue especially in information-intensive organizations. In fact, the core business of such organizations is based on the use of information for either providing personalized services or understanding and better satisfying customers’ requirements. However, poor quality has negative impacts on almost all the enterprises. Indeed, it often implies customer dissatisfaction, increased operational cost, less effective decision-making, and a reduced ability to make and execute organizational strategies. Improving quality often requires modifying business processes enriching them with additional activities. Such activities change on the basis of the quality dimensions to improve. In this paper, we present a methodology to support process designers in the selection of the improvement actions to adopt in the design of business processes in order to satisfy the quality requirements.

Ahmed K. Elmagarmid, Panagiotis G. Ipeirotis et al. stated in the real world, entities have two or more representations in databases. Duplicate records do not share a common key and/or they contain errors that make duplicate matching a difficult task. Errors are introduced as the result of transcription errors, incomplete information, lack of standard formats, or any combination of these factors. In this paper, we present a thorough analysis of the literature on duplicate record detection. We cover similarity metrics that are commonly used to detect similar field entries and present an extensive set of duplicate detection algorithms that can detect approximately duplicate records in a database. And also cover multiple techniques for improving the efficiency and scalability of approximate duplicate detection algorithms. We conclude with coverage of existing tools and with a brief discussion of the big open problems in the area.

E. F. Codd stated that Future users of large databases must be protected from having to know how the data is organized in the machine (the internal representation). A prompting service which supplies such information is not a satisfactory solution. Activities of users at terminals and most application programs should remain unaffected when the internal representation of data is changed and even when some aspects of the external representation are changed.

Changes in data representation will often be needed as a result of changes in query, update, and report traffic and natural growth in the types of stored information. Existing noninferential, formatted data systems provide users with tree-structured files or slightly more general network models of the data. Felix Naumann, Alexander Bilke et al described heterogeneous and dirty data is abundant. It is stored under different, often opaque schemata, it represents identical real-world objects multiple times, causing duplicates, and it has missing values and floating values. Without suitable techniques for integrating and fusing such data, the data quality of an integrated system remains low. We present a suite of methods, combined in a single tool, that allows ad-hoc, declarative fusion of such data by employing schema matching, duplicate detection and data fusion.

Guided by a SQL-like query against one or more tables, we proceed in three fully automated steps: First, instance-based schema matching bridges schematic heterogeneity of the tables by aligning corresponding attributes. Next, duplicate detection techniques multiple representations of identical real-world objects. Finally, data fusion and conflict resolution merges each duplicate into a single, consistent, and clean representation.

III. EXISTING SYSTEM

The existing system proposes an algorithm for maintaining referential integrity in a relational database after the fusion of duplicate tuples. The algorithm relies on a framework of fusion functions for multi-valued data (i.e., sets), in order to cope with one-to-many relationships. A comparative study shows the difference in accuracy between several multi-valued fusers. Experimental results show the complexity in terms of the number of clusters, the number of linked tuples and the recursive depth. Fusion propagation and Recursive propagation algorithms are carried out for Propagation of Data fusion. The existing system also investigates how DELETE operations that are the consequence of a data fusion operation can be propagated through a relational database with semantically correctness.

In the existing system only similar word contents are checked for duplicate records. And the semantic similarity between the words is not taken for duplication record identification. It only two records are fused during duplication removal. Multiple records are not fused as single record.

IV. PROPOSED SYSTEM
Like existing system, the propagation of data fusion is carried out here also. In addition, different words with same meaning are also fed into database and taken during duplicate record elimination. So if the same concept is present in two records with different words or sentences, then they are treated as single record. Before finding the duplicate, all the records are checked for such similarity and replaced with one meaning. Then fusion process is continued for duplicate record elimination.

- Different word contents are checked for duplicate records.
- Semantic similarity between the words is taken for duplication record identification.
- Multiple records are fused as single record.

V. PROPOSED METHODOLOGY

Fusion Propagation Algorithm :

Require: R*, R with FK* the foreign key of R*
Require: \( \Delta \)
Require: F and F*

1. For all \( t \in \Delta \) do [ All the duplicate records are taken and iterated]
   a. \( St = \{ t* | t* \in R* \} \) [Record from new relation is assigned to St]
   b. \( St* = St \) [St is assigned to t*]
   c. For all \( t* \in St* \) [All the records are taken for St* and iterated]
   d. \( T*[FK*] = F(\Delta) [K] \) [New Foreign key is assigned based on old available foreign keys. Here the removed records primary key will be omitted]
   e. End For
2. End For
3. \( T\Delta = \{ St* [K*] | t \in \Delta \} \) [Now the duplicate records those are fused containing the correct keys are taken as T\( \Delta \)]
4. \( \phi = F^*(T\Delta) \) [Fusion function for new records]
5. \( \phi = \Gamma(\phi) \) [Non-key columns are fused]
6. For all \( t \in \Delta \) do [All the duplicate records are taken]
   a. \( R* = (R* \setminus St) \) [Incorrect records are eliminated]
   b. End For
7. \( R* = (R* \cup \phi) \) [This new Schema R* added with Non-key columns fused values]

The algorithm eliminates the old foreign key values after the fusion is carried out.

The algorithm performs semantic similarity between the words is taken for duplication record identification. So the two records with different sentences but with same meaning are considered as duplicate records and they will be fused as one record now.

VI. RESULTS AND DISCUSSION

The table 1.1 shows the performance analysis of Single Record and Multi Record-Semantic data fusion algorithm. The table contains the values of Number of dataset used, SR(Single Record) Data Fusion Count and Multi Record-Semantic data fusion count.

<table>
<thead>
<tr>
<th>TABLE 1.1</th>
<th>Performances Analysis- SR and MR-SE Data Fusion Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Data set (n)</td>
<td>SR-Data Fusion Count</td>
</tr>
<tr>
<td>100</td>
<td>22</td>
</tr>
<tr>
<td>200</td>
<td>72</td>
</tr>
<tr>
<td>300</td>
<td>175</td>
</tr>
<tr>
<td>400</td>
<td>205</td>
</tr>
<tr>
<td>500</td>
<td>313</td>
</tr>
<tr>
<td>600</td>
<td>376</td>
</tr>
<tr>
<td>700</td>
<td>415</td>
</tr>
<tr>
<td>800</td>
<td>489</td>
</tr>
<tr>
<td>900</td>
<td>532</td>
</tr>
<tr>
<td>1000</td>
<td>601</td>
</tr>
</tbody>
</table>
The figure 1.1 shows the performance analysis of Single Record and Multi Record-Semantic data fusion algorithm. The figure shows the values of Number of dataset used, SR(Single Record) Data Fusion Count and Multi Record-Semantic data fusion count.

TABLE 1.2
Error Rate Analysis- SR and MR-SE Data Fusion Algorithm

<table>
<thead>
<tr>
<th>Number of Data set (n)</th>
<th>SR-Data Fusion (%)</th>
<th>MR-SE-Data Fusion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>45.45</td>
<td>33.33</td>
</tr>
<tr>
<td>200</td>
<td>27.77</td>
<td>24.09</td>
</tr>
<tr>
<td>300</td>
<td>17.14</td>
<td>14.85</td>
</tr>
<tr>
<td>400</td>
<td>19.51</td>
<td>14.38</td>
</tr>
<tr>
<td>500</td>
<td>15.97</td>
<td>13.62</td>
</tr>
<tr>
<td>600</td>
<td>15.95</td>
<td>13.27</td>
</tr>
<tr>
<td>700</td>
<td>16.86</td>
<td>13.86</td>
</tr>
<tr>
<td>800</td>
<td>16.35</td>
<td>14.73</td>
</tr>
<tr>
<td>900</td>
<td>16.91</td>
<td>14.87</td>
</tr>
<tr>
<td>1000</td>
<td>16.63</td>
<td>14.32</td>
</tr>
</tbody>
</table>

Table 1.2 contains the values of number of dataset (n), percentage of single record data fusion and percentage of multiple record data fusion with semantic words. It describes the error rate analysis of the existing and proposed methodologies.

VII. CONCLUSION

In this work it has been analysis the DELETE operations that are consequence of a data fusion operation, can be propagated through a relational database with semantically correctness. A proposed framework first and second order fusion functions has been developed and a distinction was made between backward and forward propagation. While backward propagation can be avoided with reasonable assumptions by intelligent design of the first order fusion function, forward propagation was shown to be more easily. A propagation algorithm was proposed that relies on second order fusion functions to recursively fuse sets of linked tuples. Conflict resolution strategies are used to resolve conflicts in relationship attributes. It is shown the DELETE cascading strategy is a highly specialized case of the propagation algorithm. Analysis of complexity shows an acceptable computational overhead to guarantee semantically correctness with data fusion.

VIII. SCOPE FOR FUTURE ENHANCEMENT

In feature a database-centric platform for building information fusion applications offers many advantages. These include tight integration of individual components, security, scalability, and high availability. Current trends in RDBMSs are moving towards providing all key components for delivering comprehensive state-of-the-art information fusion applications. As illustrated above for a hyper-spectral satellite image information fusion problem, these features provide great flexibility and analytic power. By leveraging an existing RDBMS-based technology stack, a full-fledged information fusion application can be developed in a reasonably short time and at low development cost.
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